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What is cloud computing?

A According to alknowing Wikipedia:
AO#1 1T OA AT | Pevork of mEthg &3E 4
a servicaather than a product, whereby shared
resources, software and information are provided
to computersandother devicesas autility and
I OAO A 1T AOx1I OES85H
A But, what does this mean? Specifically,
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Overall Concept

A Rather than having individual machines
ET OOAA AO OEA OOAO0G6O
aggregated in fewer points with large
resource pools.

A Each pool is accessed through the internet.

Example:

The NASA Nebula Cloud Computing

Platform currently hosts large volumes of P

IT hardware in two locations: |
ANASA Ames Research Center | @ NEBULA
ANASA Goddard Space Flight Center | B




Overall Concept

A Cloud computing focuses on three primary
servicesprovided to the user community:
A Software as a Servic&éa3
I Deliver software applications through cloud resources

A Platform as a Servicé’@a3
I Deliver web applications through cloud resources

A Infrastructure as a Servic&afa9

I Deliver computing infrastructure through virtual platforms
comprising various configurations and operating systems.

I The remainder of this talk will discuksaSapplications.



Infrastructure as a Service (laaS)

A The definition of cloud computing included:
AOOEA AAI EOAOU 1 £ Al i BPOOE
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A With these concepts in mindaaSprovides:

A Service:

I Configuration of cloud resources into individual machines
driven by user requirements.

I Rapid provisioning and decommissioning of virtual systems.
A Utility:
I Access to virtual machines through any internet connection.



Infrastructure as a Service (laaS)
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' . Nebula processes create
Request hardware configuration from Nebula the virtual machine with
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Decommission machine and return ~ Machine executes software User logs in to modify
hardware to the Nebula pool. to perform desired tasks. machine, install needed
software, add storage, etc.




Elastic Storage (l1aaS)

A Virtual machines are often preconfigured
with <X CPUsY GB of RAM and of disk.
A Often, additional disk is needed.

A And, once terminated, content of the virtual
machine Is lost.

A1 OOAAAh OOA AAAEOEI |
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virtual machines.

A Content on elastic storage is retained even after
the virtual machine is terminated.



Infrastructure as a Service (laaS)
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Nebula processes create

Request hardware configuration from Nebula the virtual machine with
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l} Save the configuration for I
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Decommission machine and return Machine executes software to User logs in to modify
hardware to the Nebula pool. perform desired tasks. machine, install needed
software, add storage, etc.




Real World Example: WRF

<
+ IE' (accessed via mount point)
H
(WRF)
500 GB
Virtual Machine AS del
4 CPUs, 8 GB RAM, 100 GB tores model output

_ AlLarge static input data sets
ASupports WRF code execution, APostprocesseautput files
downloading of input data sets, AShort-term forecast archive
and processing. AConfiguration for run domains

After model execution:
AWhen the virtual machine is terminated, all contents are
AThe user must create anmageto save the contents of a virtual machine.

AMEAOA L OAh OEA AT I POIT i EOA EOS8
AUse the resources of the virtual machine for as little time as possible.
AStore output on elastic storage.



Infrastructure as a Service (laaS)

A Summary of the concept:
AAEA OAI T OA6 EO A 1 AOCA
can be configured into large numbers of individual
machines.

A Users can customize those machines for their
purpose: operating system, software, etc.

A The final machine(s) are used for the time period
they are needed, then saved as an image for later
use, or terminated.



Strengths of laaS

A Availability of a hardware pool means no
procurement delays.

A UseFrconfigurable machines with root access
for software installation.

AOOI OEAAO AT OEIT OOAT O
requirements.

A Ideal solution when additional compute
capacity is needed for a short time.



Limitations of laaS

A Care must be taken to retain your results.

A Once terminated, all material on the virtual
machine is lost, unless imaged.
A31T 1 OOEIT 1 g OOA AGBOAOI Al

A Hardware configuration for muHlprocessor
applications is less ideal than a cluster.

A Communication between multiple virtual
machines may be complex.

A60. EO Al A@GOOA EAOO]



Summary of “...as a service”

A#1 1 POOETI C EAOAxXxAOA E
OAOOEAAOd AAAAOOA EO |
minimal programmatic overhead.

A No procurement delay

A Create and terminate instances as needed, when
needed, as long as resources are available

A. AdOq #1 OO AT A OEA



Utility and Cost

A One might ask:
AO) £ ) AAT AOAAOA A OEO(
EAOAxAOA AOAEI AAT Ah xE!

A Market concepts enforce constraints on the
user by assigning rates for the use of cloud
resources.

A For example, the Amazon cloud has a complex
rate structure for different use scenarios.



Amazon Costs

Linux/UNIX Usage Data Transfer IN

Standard On-Demand Instances GE

Small (Default) $0.085 per hour

Data Transfer OUT

Large £0.34 per hour ) )
First 1 GB / month GB
Extra Large %0.68 per hour
Up to 10 TEB / month £0.120 per GB
Micro On-Demand Instances
Mext 40 TB / month %0.090 per GB
Micro $0.02 per hour )
Mext 100 TB / month GB
Hi-Memory On-Demand Instances -
Mext 250 TB / month 50.050 per GB
Extra Large %0.50 per hour )
MNext 524 TB / month Contact s
Double Extra Large %1.00 per hour
Mext 4 PB / month Contact Us

Quadruple Extra Large $2.00 per hour

. more CPU + RAM

Greater than 5 PB / month Contact Us

Hi-CPU On-Demand Instances
Medium %0.17 per hour
Eira Laros s0.68 per o )T OEA OAI T OA AiibD
Cluster Compute Instances .

users are encouraged to be efficient
Cluster GPU Tnetances and avoid hoardlng.o.f resources
Quadruple Extra Large $2.10 per hour through metered pricing rates.

Quadruple Extra Large %1.60 per hour

Costs not shown: elastic storage, monitoring, web server load balancing, public IPs, and others.

Some examples for Linux use cases, as of 8/2



Nebula Costs

A Costs on Nebula are also charged based upo
usage but with less micromanagement than
Amazon.

A $0.12/CPlthour

A Multi-CPUs cost per CPU, e.g. 4 CPU is $0.48/hr
A $0.15/GBmonth
AO/ AEAAO OO1T OACAo6 DOl OE/
rate of $0.45/GBmnonth o
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Utility and Cost

A Given that use of cloud resources are
metered, cost effectiveness Is a primary
concern.

A Considerations:

A Procurement delays in obtaining resources
A Length of time the hardware is needed

A Overall cost of cloud computing versus
permanent purchase and maintenance of a new IT
resource.



Real World Example: WRF

A An example of costs for an application such as running the WRF
model on an instance.
A Amazon:
A CPU: $0.68/hr * 3 hr = $2.04 per forecast
A 1/0: $0.12/GB * 10 = $1.20 per forecast
A Many additional charges are not reflected here.

A Total per forecast i§ . probably closer to $4.
A Nebula:

A CPU: $0.96/hr * 3 hr &

A 1/0: N/A ]

A. AAOI A AT AO T1 0 O1T EAEAT AT A AEI .
A Average per run: $3.

A

A $360 per month

A Caveat: It igxtremely difficult to estimate true

costs without actually attempting the project on a
small scale.



Cost Summary

A Nebula and corporate clouds (e.g. Amazon)
provide services with a charge structure
similar to utilities.

A The meter runs and you pay for what you use.

A Increased efficiency reduces cost.
A Nebula provides a far simpler charge
structure than Amazon.

A Differences in cost are difficult to ascertain
without executing a small project.



Applications!

A After a lengthy introduction, on to the fun
PAOO8 ADPDPI EAAOEIT T O8

A Several concepts are being developed within
SPoRT SERVIR along with an SBIR proposal

A Establishing WRF forecast domains to support
SPoRTprojects and reatime SERVIR work

A Hydrologic modeling in E. Africa for SERVIR
A SATCAST algorithm for convective initiation
A Future data dissemination for NPP



WRF on Nebula

Examples of WRF Mesoamerica Domgd

S

A Goals:

A Mimic operational
configurations at WFQOs to
support local case study
applications §PoR)

A Develop a Mesoamerica
forecast domain to support

local weather predictions
(SERVIR)

A Why Nebula?

A Avoids maintenance
requirements and cost for
geographically distant
Infrastructure (SERVIR)

A Add realtime modeling
capabilities without disrupting
other activities SPoOR)

DDDDDDDDDDDDDDDDDDDDDD




Hydrologic Modeling

A SERVIR has
established a domalin
of the CREST
hydrologic model for
Kenya.

A Why Nebula?

A Similar reasory
alleviates maintenance SR B
of distant hardware. Evapotranspiration  Soil Moisture

A Allows rapid An example of outputs from the CREST model

devel()pment W|thOUt running over eastern Africa.
delay in procurement.




Convective Initiation

A SERVIR is applying the
51 ( O3!'4#! 340
algorithm over Central
America.

A Improve lead time on

convective storms and
heavy precipitation.

A Nebula benefits:

A Flexibility in virtual machine
hardware availability.

A Avoids maintenance of A L o
. . . n example of convective initiation detections in Texas
mfras_tructu re in distant (red) based upon the UABATCAST algorithm.
locations.



